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5 Introduction 

The objective of this research is to develop a new concept in magnetic resonance imaging 
called Prepolarized MRI (PMRI) for low-cost MR mammography. Although MRI has been shown 
to be useful for the noninvasive diagnosis of breast cancer, x-ray mammography remains dom- 
inant because an MRI study costs more than ten times as much as an x-ray mammogram. We 
believe that a high-quality MRI breast scanner using prepolarization could be manufactured 
for less than $50,000, which is about 10% of the manufacturing cost of a conventional MRI 
scanner. Breast imaging presents several unique technical challenges for the PMRI concept. 
First, we must accommodate the patient's torso into the magnet configuration. Second, since 
breast tissue is relatively nonconductive we will need to use extremely sensitive receiver coils 
to obtain optimal image quality. Finally, we will need to develop PMRI pulse sequences that 
suppress fat and provide high quality 3D images. 

6 Body 

6.1   Design of the Biplanar Readout Magnet 

The challenge here is to design the coils radii, z locations and currents to create an extremely 
homogeneous (10 ppm over a 15 cm radius volume) magnetic field of about 70 mT around the 
patient's breast. The problem is complicated by several constraints: we must minimize the 
cost of the magnet; the power must be manageable (less than about 20 kW, say); the magnet 
should be as open as possible for patient and physician access; and there are very significant 
practical concerns with both machining tolerances and temperature variations. 

Our progress on the biplanar readout magnet this year has been excellent. The key fab- 
rication challenges are (a) software for coil layout, (b) framing and cooling, and (c) the coil 
fabrication process, especially in dealing with normal machining errors. Each of these prob- 
lems and our solutions are discussed below. 

Magnet Design: Coil Layout We have studied both classic and modern magnet design tech- 
niques. In the classical magnet design techniques of Garrett and others [1, 2, 3, 4, 5, 6, 7, 8] 
the magnet coil radii, z locations, and currents were precisely chosen to make the field as flat 
as possible at the origin. The classic approach is effective for designing magnets with coils 
constrained to lie on a cylinder or on a sphere, but is too inflexible to handle the arbitrary 
coil arrangements necessary for cardiac MRI. 

Whereas classic techniques used nonlinear optimization to find the coil radii, position and 
currents, more recent approaches enumerate every feasible coil location and radii. The length 
and diameter of the magnet are implicitly constrained by the layout of the feasible coils. All 
achievable fields, b, can then be expressed as a linear function of the currents in the feasible 
coils: 

b = Ai, 

where i is the (vector) current in the N feasible coils, b is the Bz field at M target points, 
and Amn is the field contribution from a unit current in the nth coil at the mth target point. 
Formulas for Amn using elliptic integrals are well known [9]. This approach obviates nonlinear 
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optimization of the radii and z locations of the coils. But it poses a serious pruning problem 
since a buildable magnet can have no more than a dozen coils, and we require several hundred 
feasible coils for adequate position resolution. The number of target points is typically about 
twenty. 

Several approaches have been proposed to select a small number of coils to satisfy the 
homogeneity constraints. Direct inversion approaches (using either the inverse or pseudoin- 
verse of A) are ill-posed since the matrix A is extremely poorly conditioned. So these ap- 
proaches produce impractical magnets with hundreds of non-zero currents that often fluc- 
tuate wildly [10, 11, 12, 13]. Other techniques have been developed to optimize passively 
shielded magnet [14,15,16,17,18,19] and actively shielded magnets [20, 21,13, 22, 23]. But 
these cannot easily handle arbitrarily shaped homogeneous field of view (FOVs) and arbitrary 
coil placement. 

We recently developed an algorithm with significant advantages over approaches in the 
literature. For a series-wound magnet, the length of conductor is proportional to conductor 
cost (relevant to superconductor magnets) and magnet power (relevant to resistive magnets). 
Hence our algorithm minimizes the length of the wire subject to field homogeneity inequality 
constraints [24, 25, 26]. The optimization problem can be expressed as 

N 

Minimize   :   ^rn|in| 
n 

Subject to   :   \Ai-B0\ <B0e, 

where e is the fractional peak inhomogeneity, typically about 10~6, or 1 ppm, and rn is the 
radius of the nth coil. This is a classic optimization problem called an "Ll-norm problem," and 
can be solved very efficiently using Linear Programming (LP) [27]. The algorithm automatically 
chooses the minimum number of nonzero currents necessary. It is also simple to incorporate 
shielding constraints and maximum current constraints. The homogeneous FOV can be any 
shape and the feasible coils can be at any position. Using MATLAB's standard lp() function, 
we can handle up to 200 feasible coil elements to compute a 1 ppm magnet in less than 20 
seconds on our SUN Ultra 2. The algorithm is illustrated in Fig. 1. We usually start with a 2 cm 
grid and finish three iterations later with resolution of 0.1 mm. Instead of ideal filamentary 
loops, we use the field formula for thick loops [28, 29] during secondary calculations. 

We applied the LI norm software to layout a homogeneous biplanar magnet for our low- 
cost Prepolarized MPJ scanner for breast imaging. The patient constraints illustrate the flex- 
ibility of the minimum-power magnet design algorithm. We chose a biplanar magnet to max- 
imize openess. To minimize magnet power we used an asymmetric homogeneous volume 
(marked by diameter spherical volume, or DSV), as seen in Figure 2. The asymmetric design, 
shown in Fig. 3 is open, and requires 33% less power than a symmetric biplanar design. Due 
to budget restrictions (our original $100,000 budget was cut to just $70,000), we could not 
afford to put this magnet out for a construction bid in Year 1. However, this is our preferred 
magnet configuration for mammography. We are also considering other configurations, in- 
cluding a whole body cylindrical magnet that could be useful. The principal advantage of 
cylindrical systems is that we can use some of the existing magnets paid for under our other 
grants. Below we show the blueprints for our first body-sized (12-inch bore) homogeneous 
imaging magnet. 
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Figure 1: Our magnet design procedure uses Linear Programming to select a few non-zero 
current loops from the feasible coil grid. On subsequent iterations we focus a higher reso- 
lution grid of feasible coils over the selected coils. Three iterations is typically adequate to 
design a 1 ppm homogeneity magnet in less than a minute. 

H   Candidate Coil Locations 

Figure 2: Feasible coil locations for the breast PMRI scanner shown in Fig. 3. The DSV is 
asymmetric. 
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Coil Location 

Figure 3: Mammography magnet picked from Fig.2.  This reduces power by 33% without 
compromising access. 
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Figure 4: Simulated field plots for various temperatures. A 50°C temperature rise changes 
the center frequency of a homogeneous magnet by 400 Hz due to thermal expansion of the 
coils. Hence we use water cooling to stabilize the magnet temperature. 

Magnet Design: Framing and Cooling Our first homogeneous electromagnet cost $ 17,000 
and had no water cooling. The temperature increased at about 5 C/min, which made the field 
too unstable for MRI. As the coil temperature increases, the coils expand minutely, which 
causes the magnetic field to drop. The magnetic field is extremely sensitive to small expan- 
sions. Figure 4 shows the effect of temperature. A 50°C temperature rise causes a 200 ppm 
change in the center frequency (400 Hz at 2 MHz center frequency). 

To stabilize the magnet temperature we spent a significant fraction of the last year devising 
new methods for water cooling the magnet. The three most popular methods of water cooling 
are [30] (1) wire wound coils with surface cooling through an enamel insulator; (2) hollow 
copper wire with water cooling through the center of the wire; and (3) tape coils surface cooled 
on their edges or or faces. The first method has very simple hydraulics and is inexpensive, 
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but it can cool only modest current densities due to the substantial thermal gradient across 
the wire enamel insulation layer. The second method has no thermal insulator between the 
water coolant and the copper so it can handle much higher current densities. However, the 
hydraulic design greatly complicates the magnet layout. The third method has insulation 
only between layers so it can cool a significant current density and the construction method 
is quite inexpensive. Hence we have adopted the edge cooled tape construction method. 

The tape can be purchased with the precise thickness needed for the particular coil, with 
tolerance of 4 mils (a mil is a thousandths of an inch; it is the standard measure for the U.S. 
precision machinining industry). The copper foil layers are insulated with 1/4 mil mylar. We 
use 4 mil and 8 mil copper for the coils. 

To test this cooling method, we designed a 12-inch bore homogeneous using six coils with 
400 A/cm2 current density. The magnet is now being constructed by Alpha Magnetics of 
Hayward CA under our direction. We are using a 1 mil thick Kapton insulation layer between 
the copper diffuser plate and the copper foil. The diffuser minimizes the temperature gradi- 
ent across the insulator. There are three heat transfer mechanisms: convection between the 
water and its pipe, conduction across the insulation barrier, and conduction across the cop- 
per tape. We wrote several software simulators to predict each of the temperature gradients 
due to these mechanisms. The software allows for variations in the water flow rate, and the 
diameter and length of copper refrigerator tubing. We optimized all of these parameters to 
minimize the variation in temperature across the coils. 

The final cooling design is shown in the Alpha Magnetics blueprint, included in the Ap- 
pendix. Note that we used two separate cooling paths to increase flow rates. Our magnet 
dissipates a total of 3.6 kW at a 3 MHz center frequency. We recently found 1 mil thick Kap- 
ton is an ideal electrical insulator. We expect about 5 mils of epoxy in the insulation as well. 
We chose quarter-inch refrigerator tubing which gave adequate flow rate at 40 psig. With our 
optimized cooling design, we computed all the temperature gradients and found that our 
expected temperature variations between the coils is less than 10 C. Our magnet simulations 
indicate that the field temporal and spatial homogeneity will be adequate with this level of 
stability. 

Robust Magnet Fabrication On our first readout magnet design, we found that most dimen- 
sions of the coils, including the axial and inner radii of the coils, were machinable to within 
4 mils tolerance. But there is one dimension, namely the outer radius of the coils, that has 
a tolerance of 50 mils. This is due to the accumulation of small winding errors and slight 
bulges in the wire and insulation as it is laid down. Our simulations indicated that this error 
level in the outer radius can cause severe image artifacts. 

The classic approaches to deal with these machining tolerances is to allow for some 
method to "shim" the magnet, usually electrically. Virtually all MRI scanners today have 
active shims, which are extra coil loops with individual power supplies designed to remove 
field inhomogeneity due to magnet imperfections and patient susceptibility varations. Other 
magnets rely on passive shimming, which means the placement of ferrous object (usually 
bricks or pole pieces) to reduce variations in the magnetic field. 

These approaches are not extremely expensive but they do not work well with the PMRI 
concept. Passive shimming pieces could pose hysteresis problems after the pulsing of the 
polarizing magnet. And active sMmming methods require a significant number of ultra-stable 
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Figure 5: Variable resistors can adjust the current in each coil to regain homogeneity lost due 
to normal machining variations. 

(albeit low power) current supplies. For PMRI we needed a less expensive and more reliable 
method. 

For our first readout magnet, we relied on mechanical shimming of our first readout mag- 
net [31]. This approach requires that each coil be axially adjustable, which was extremely 
expensive. Recently we have tested a passive electrical sMmming technique [32] shown in 
Fig. 5. Adjustable resistors connected in parallel across each coil shunt a small fraction of 
the current out of the coil. Our simulations indicate that this method can compensate for 
normal machining variations (« 0.1 mm) in the axial position. The simulations indicate, how- 
ever, that this technique is inadequate to fully compensate for the much larger and more 
troublesome radial variations. 

Hence, for our latest 12-inch readout magnet design we have pushed this concept even 
further by using three resistors per coil to compensate for variations in both radius and axial 
position. We include a blueprint in the Appendix that shows the overall layout for the homo- 
geneous magnet. Each of the six coils is broken in two pieces to allow for separate shimming 
of radial variations. This increases the cost of the magnet only slightly since the shim cur- 
rents are less than 1 % of the main coil current. We have determined through extensive and 
redundant simulation that this new method will allow us to shim out variations of even 100 
mils in the outer radius using very inexpensive resistors. We estimate that the shim resistors 
Will need to dissipate about 20 W. 

We have exploited the LI norm magnet design, edge water cooling, and resistive shimming 
to design our first human sized readout magnet this year: a 12-inch bore magnet with 3 
MHz center frequency. The magnet will be completed by the magnet design company Alpha 
Magnetics within the next three weeks. They bid just $6720 to construct this system and 
another $ 11,000 for an integral polarizing coil. Their bid was quite encouraging since it proves 
that the two principal magnets for a patient-sized PMRI system can indeed be constructed for 
less than $20,000. 

6.2   Receiver Subsystem Progress 

The key challenges of the receiver system for breast PMRI involve achieving the highest SNR 
and imaging speed limited only by fundamental physical constraints rather than by hardware 
limits. Not only must the preamplifier and receiver coil be very low noise, but the radio 
frequency interactions with the other PMRI components such as the polarizing coil must be 
minimized. Work has progressed on the design of the preamplifier topologies, new receiver 
coil cryostats, and shielding methods to limit RF losses from the polarizing coil. 

10 
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Figure 6: Field Stabilization (a) Dual feedback topology allows the effective output impedance 
to be adjusted for the current source, (b) Regulation for injected error current approaches 70 
dB 

Shielding Since the prepolarizing coil is intended to boost the SNR of a low field system, any 
noise introduced by this coil must be eliminated in the PMRI receiver. Our testing indicated 
that at RF frequencies, a closely wound prepolarizing coil had RF losses significantly higher 
than those from the patient. This would mean that PMRI would have significantly worse SNR 
than conventional MRI— a potential show-stopper. 

Fortunately we found that we could prevent this extra noise source from entering the 
receiver by shielding the RF coil from the polarizing coil. We did this by inserting a conducting 
cylinder in between them. The RF shield between the receiver coil and polarizing essentially 
removes this extra noise source. The only tradeoff is a slight attenuation of the RF amplitude 
inside the RF coil, which will reduce our imaging speed. 

To quantify this loss of imaging speed, we created several computer simulation models 
to predict shield behavior on the receiver SNR. We have found that for a coil radius of c and 
a shield radius of b, the RF field inside the coil is shielded by the factor (1 - b2/c2). Hence, 
with a shield diameter double the receiver diameter, the receiver coil will still retain 75% of 
its inherent sensitivity. This was quite reassuring. 

The design of the RF shield is quite simple. It must appear open at low frequencies (to 
prevent eddy currents) and as a short at higher frequencies. We have tested a simple copper 
cylinder with a axial slit down its length, joined by many capacitors. We are also looking at 
more distributed capacitor patterns to optimize shield behaviour. 

In summary, a potentially fatal noise problem has been obviated with an inexpensive and 
simple RF shield. 

Field Stabilization In most MRI systems, the dominant system noise enters through the 
receiver system. Because PMRI uses an electromagnet readout magnet, the stability of the 
main magnetic field is equally problematic. Any noise superimposed on the magnetic field 
behaves identically to phase noise of an oscillator placing a maximum limit on achievable 
SNR. We have constructed and tested our first stabilization circuitry using a dual feedback 
topology, to stabilize a Sorenson DCR 300-33T 10 kW power supply.  The basic topology 

11 
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Figure 7: (a)Differential Cascode preamp with cold front end and split RC feedback networks 
are implemented with U431 JFETs. (b) Dewar redesign.to use PVC tube and vacuum for basic 
liquid nitrogen cooled coil. 

and measured regulation are shown in Fig. 6. We achieved up to 70 dB attenuation of error 
currents. Measured noise spectra of 60Hz harmonics indicated field devations of under 5 ppm 
- an interference level that is unobservable unless signal SNR exceeds 100. These results were 
presented at the May 1999 ISMRM in Philadelphia. 

Cryo-Preamplifier Our initial proposal called for a combined HTS coil and single ended 
preamplifier with a novel split capacitor-resistor feedback for low noise damping. For our 
first designs, we instead selected LN2 copper for flexibility in prototyping, and concentrated 
on refining our preamplifier architecture for both low noise, and to rmnimize external electric 
field interference effects. We have devised a balanced differential input stage that eUminates 
the need for passive balun between receiver coil and preamp and employs a dual tapped 
capacitor feedback for the differential pair (Fig. 7 left) . This construction was needed to 
prevent the existence of unbalanced currents in the signal path from degrading system SNR. 
The input devices are paralleled JFETs (U431) whose number is chosen to bring the current 
noise "ceiling" to within the maximum tuned impedance of the receiver coil. These devices 
form the first part of a differential cascode stage submersed in liquid nitrogen, with the 
remainder of the cascode connected via micro-coax at room temperature. 

Initially, we had considered using a G-10 fiberglass and foam dewar to contain the preamp 
and coil, but recent developments have indicated that a PVC plastic would be less expensive 
and superior. Fig. 7, right, shows the design. Concentric PVC tubing forms the dewar, with a 
vacuum space between, and thin metallized mylar forming a heat radiation shield. The mylar 
is stripped to prevent eddy current losses but does provide extra electric field shielding. The 
vacuum levels are not critical with even 1 hour hold time being adequate. This approach is 
cheaper and less wasteful of the available imaging volume. 

12 
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7   Key Research Accomplishments 

Our key research accomplishments this year were: 

1. During the first year of the project, we developed a fast algorithm for homogeneous 
magnet design using linear programming. The graduate student on the project, Hao 
Xu, wrote a paper describing the algorithm and that was recently accepted by the IEEE 
Transactions on Magnetics. A copy of the manuscript is included for your reference. 

2. Developed, tested, and refined Ll-norm optimization software to design the coil layout 
for a homogeneous mammography magnet. 

3. Using the magnet design software developed above, we were able to discover funda- 
mental scaling limits for both resistive and superconducting magnets. Because our new 
algorithm is extremely fast (a few seconds per magnet), we were able to design hundreds 
of magnets spanning all possible magnet lengths and bore sizes. We found that for each 
bore size, there is an optimal length magnet. A magnet constrained to be shorter than 
the optimal length requires exponentially more magnet power. And we found there is no 
advantage for magnets longer than the optimal length. This extremely powerful scaling 
law was an oral presentation by our graduate student, Hao Xu, at the 1999 ISMRM. 

4. Designed and tested two redundant versions of software to model thermal properties of 
homogeneous magnets, including convective and conductive heat transfer mechanisms. 

5. Designed an edge-cooling system for a 12-inch bore homogeneous electromagnet that 
restricts the temperature variation between coils to less than IOC. This system has been 
put into CAD/CAM and will be implemented by Alpha Magnetics within the next month. 

6. Developed and redundantly simulated an inexpensive and simple shimming technique 
using resistors. This is also part of the Alpha Magnetics quote. 

7. Installed an 8 by 8 by 10 foot RF magnetic screen room in our lab in the basement 
of the new Packard Electrical Engineering Building. Fortunately this screen room was 
loaned to us indefinitely by another group in the school engineering. We measured the 
RF attenuation of the screen room to better than 65 dB. The screen room would have 
cost at least $10,000. 

8. Last summer and early fall, we constructed and tested a switched resonant power supply 
using IGBTS. After further testing, we presented a talk last May at the 1999 Meeting of the 
International Society for Magnetic Resonance in Medicine (ISMRM). This new switching 
supply allows us to reliably pulse the polarizing field to 0.4 T (100 amperes). And it cost 
less than $500 in capital expenses. We are now scaling up the switch to handle a 40-cm 
bore polarizing magnet. 

9. We recently completed the engineering specification for a water-cooled, head-sized po- 
larizing magnet. Alpha Magnetics submitted us a bid to build the magnet for just 
$11,000. We recently accepted their bid and Stanford approved the Purchase Order, 
with delivery expected by late fall. The new magnet is large enough to image a head. 
Our current hand-sized polarizing magnet has only a 13-cm bore, so this represents a 

13 
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significant increase in power, cost and mass, which all scale cubically with bore size. 
This polarizing magnet will fit outside of the 30-cm free bore readout magnet described 
above. 

10. Greig Scott had designed and constructed an ultra-stable current regulator during Year 
1. After a significant debugging and testing effort this year, Greig was able to report his 
successful work at the 1999 ISMRM. This ultra-precise regulator stabilizes the readout 
current to better than a few parts per million. And the total hardware costs was less 
than $500. 

11. We finalized specifications for a new equi-radius 3 MHz readout magnet with a 30-cm 
free bore. The magnet has been ordered from Alpha Magnetics. This magnet has a 
free bore more than double our hand imaging magnet, and water cooling so that it can 
operate at 3 times the field strength, or nine times the power. To accommodate these 
upgrades, we significantly simplified the overall mechanical design by using resistive 
shims instead of plate-mounted coils. Despite the significant upgrades, Alpha Mag- 
netic's bid ($6,720) is only 40% of the cost of our hand-sized readout magnet ($17,000). 
Hence, we are extremely encouraged with our progress. 

12. The readout magnetic field must be stable to within a few parts-per-million (ppm) during 
the 100-200 ms readout interval. But the field may be turned off during the 0.8 to 2 
second polarizing interval. Currently we use an expensive ($9,000) DC current supply 
rated for the peak power. Exploiting the low duty cycle of the readout magnet, we can 
actually supply a 3 MHz center frequency for less than 500 W, which is easily supplied 
by a standard wall outlet. Two undergraduate research assistants (Alex Tung and Ross 
Venook) studied a feedback regulator that could cost as little as $1000. We intend to 
have Alpha Scientific Electronics construct the new switched stable supply. 

13. We also had another undergraduate research student (Jack Wang) work with us this 
summer to port our custom automatic Field Mapping software onto a PC running Linux. 
Jack wrote some C routines to control a 2-axis motion controller (through an RS-232 
interface) and an ESR magnetometer with ppm accuracy (through a GPIB interface). The 
field plotting functionality was recently successfully tested in the new Packard Electrical 
Engineering building. Next, we need to machine a pair of mounting plates to precisely 
guide the ESR probe along the magnet axis. Our goal is to have this completely tested 
so that we can shim our new 30-cm bore readout magnet when it arrives in 4 weeks. 

14. We have modified the linear programming algorithm developed in Year 1 to design 
transverse and axial Gradient coils. We believe this is the only algorithm that allows 
for the gradient coil former surface to be completely arbitrary. It is also extremely fast 
(about 2 minutes computation time), and generates a gradient coil with a minimum 
complexity. Hao Xu presented this work at the 1999 ISMRM. Following our fundamental 
work in homogeneous magnet scaling, we hope to find similar scaling rules for gradient 
coils. This will give us general rules of thumb on constrained length gradients, a very 
important part of PMRI system design. 

15. An undergraduate research assistant, David Pai, spent the summer optimizing construc- 
tion methods for the gradient coils described above. We found that we can build our 
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own gradient coils in the lab using copper tape and mylar insulation over a stencil that 
we laser printed onto a plastic sheet. We then mount the sheet onto an acrylic former, 
with total expenses less than $100. Out first gradient coil was about half as long as the 
classic Golay set. 

16. We built, debugged and successfully tested a digital interface between the TECMAG con- 
sole and the polarizing voltage supply. This allows us 5-bit control over the polarizing 
current directly from the TECMAG pulse sequence editor. Mike Ross, one of our under- 
graduates has begun a printed circuit board layout of the wire-wrap circuit. 

17. We determined that the presence of the polarizing magnet should not effect image 
quality provided that we design the polarizing coil radius to be about 50% larger than 
the radius of the receiver coil. We also found that transients induced in the readout 
magnet by the switching of the polarizing magnet are brief enough that they should 
cause no image artifacts. These findings are critical to overall system integration. 

8   Reportable Outcomes 

1. "Homogeneous Magnet Design Using Linear Programming," Hao Xu, Steven Conolly, 
Greig Scott, Albert Macovski, accepted by IEEE Transactions on Magnetics, August 1999. 

2. "Minimum Power Homogeneous Magnet Design for Prepolarized MRI," H. Xu, S.M. Conolly, 
G. Scott and A. Macovski, Proceedings of the ISMRM, p. 2006, 1998. 

3. "Polyphase Techniques for Low Cost MRI Receivers," G. Scott, S. Conolly and A. Macovski, 
Proceedings of the ISMRM, p. 2020, 1998. 

4. "Minimum-Cost Solenoid Design for Prepolarized MRI," S.M. Conolly, G.C. Scott and A. 
Macovski. Proceedings of the ISMRM, p. 255,1998. 

5. "Fundamental Scaling Relations for Homogeneous Magnets," H. Xu, S.M. Conolly, G.C. 
Scott and A. Macovski. Proceedings of the ISMRM, p. 475,1999. 

6. "Gradient Design with Arbitrary Geometrical Constraints by Linear Programming," H. 
Xu, S.M. Conolly, G.C. Scott and A. Macovski. Proceedings of the ISMRM, p. 747,1999. 

7. "Coaxial Stub Matching Strategies for Intravascular Coils," G.C. Scott, P.A. Rivas, and A. 
Macovski. Proceedings of the ISMRM, p. 2070,1999. 

8. "A High-Power Pulsing Circuit for Prepolarized MRI," S.M. Conolly, N.I. Matter, G.C. Scott 
and A. Macovski. Proceedings of the ISMRM, p. 473,1999. 

9. "Electromagnet Current Regulation with Thyristor Supplies," G.C. Scott, H. Xu, S.M. 
Conolly, A. Macovski. Proceedings of the ISMRM, p. 743, 1999. 

10. "Design of Dedicated Shim Fields," E. Adalsteinsson, S.M. Conolly, H. Xu, A. Macovski. 
Proceedings of the ISMRM, p. 477, 1999. 
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11. Patent Application: Hao Xu, Steven Conolly, "Method for Designing Electromagnets hav- 
ing Arbitrary Geometrical Constraints," filing date 5/21/99. Stanford Ref: S99-056. U.S. 
Application Number 09/316,738. This patent application describes a general algorithm 
for designing electromagnets with arbitrary former constraints. We have found this to 
be very useful for low-cost magnet design, but there has been no effort yet to commer- 
cialize. 

12. Patent Application: Hao Xu, Steven Conolly, Bob Hu "Short Bore-Length Asymmetric 
Electromagnets for MRI," field 5/21/99. U.S. Application number 09/316,530. Stanford 
Ref: S99-057. This is a patent for a particular magnet with better patient and physician 
access. No effort yet to commercialize. 

13. This exciting biomedical engineering project has provided undergraduate research op- 
portunities for seven undergraduate students at Stanford this year including Ross Venook, 
Dave Pai, Alex Tung, Jack Wang, Karen Tisdale, Jaime Wong, Mike Ross and Lexyne Mc- 
Nealy. Lexyne is a visting student from Spelman College. The first four students were 
studying under a Stanford research award called the REU program. 

9   Conclusions 

The bid from Alpha Magnetics is quite encouraging since it proves that the two principal 
magnets for a patient-sized PMRI system can indeed be constructed for just $20,000. The re- 
maining costs include: the gradient coil amplifiers (about $3,000), the readout pulsed power 
supply (about $1,000), and the polarizing switcher (about $4,000). The Tecmag system con- 
sole cost $48,000, but we believe this PC-based controller could be produced wholesale for 
less than $5,000 in hardware. Indeed, Greig Scott from our group gave a talk at the 1999 
ISMRM on inexpensive digital MRI receivers. Hence, we have verified that the capital costs are 
less than $40,000, significantly less than the $400,000 capital cost of a conventional high-held 
MRI scanner. 

What remains is system integration and testing to ensure that the image quality is as good 
as conventional scanners. That is our goal for the coming year. We were very fortunate to 
be able to recruit Blaine Chronik, who recently was awarded a prestigious Canadian NSERC 
postdoc fellowship, to help us with system integration. Blaine is currently one of the top 
graduate students developing MRI hardware in the world. He will be of enormous help in the 
coming year. 
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10   Appendices 

The next two pages show copies of the blueprints for the resistive 12-inch bore electromagnet 
being constructed by Alpha Magnetics. 

The first shows a two-vent cooling design for our latest 12-inch bore readout magnet. Each 
cooling unit has one or two turns of refrigerator tubing, a 5 mil copper thermal diffuser and 
an electrical insulator (not visible). The cooling unit is epoxied to the coil surface. Note that 
care has been taken to avoid eddy current paths in the copper cooling elements. 

The second blueprint shows our latest 12 inch bore readout magnet to test the resistive 
shimming idea. Note that each of the six coils is broken in two to allow for separate shimming 
of radial variations. In our first magnet, we found that the outer radius of the magnet varied 
by up to 50 mils due to accumulations in winding errors. We have determined that this 
method will allow us to shim out variations of even 100 mils using very inexpensive resistors. 

We also include a preprint of of Hao Xu's accepted paper on magnet design. 
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Homogeneous Magnet Design Using Linear 
Programming 

Hao Xu, Steve Conolly, Greig Scott, Albert Macovski 

Abstract— In this paper, we introduce a technique for de- 
signing - homogeneous magnets using linear programming. 
We first show that minimum-power homogeneous magnet 
design can be cast as a linear programming problem. We 
also show that the method is applicable to minimum con- 
ductor mass superconducting magnet design. The method 
has several advantages over existing techniques including: it 
allows complete flexibility in arbitrary geometric constraints 
on both the coil locations and the shape of the homogeneous 
volume; it guarantees a globally optimal solution; rapid com- 
putation speed (f» 30 s). Three resistive magnet design ex- 
amples and one shielded superconducting magnet design are 
presented to illustrate the flexibility of the method. 

Keywords— Magnet design, Linear Programming, MRI, 
Prepolarized MRI. 

I. INTRODUCTION 

HOMOGENEOUS magnet design techniques using dis- 
crete current loops date back to the classic papers of 

McKeehan, Garrett and others [1], [2], [3], [4], [5], [6], [7], 
[8]. These papers described precise coil arrangements de- 
signed to cancel as many lower-order spherical harmonics 
of the B field as possible. These classic analytic techniques 
were used to design solenoidal magnets with spherically 
shaped homogeneous volumes for applications such as bub- 
ble chamber magnets for particle detection, or magnets for 
chemical analysis by NMR [4], [9]. These methods rely on 
analytic expressions for the field from each coil, so they are 
limited to coils assembled on the surface of a cylinder or a 
sphere. 

Due to the high field strength and large homogeneous 
volume required, magnet design techniques tailored to MRI 
have focused on superconducting magnets with iron shield- 
ing [9], [10], [11], [12], [13], [14] or actively shielded magnets 
[15], [16], [17], [18], [19], [20]. Most early magnet designs 
were four or six-coil equi-radius whole body magnets. Re- 
cently there has been a surge of interest in dedicated MRI 
scanners for applications such as head imaging and muscu- 
loskeletal imaging. These applications demand more open 
magnet designs tailored to the body part. 

Our group has also been developing a new concept in 
low-cost MRI called Prepolarized MRI (PMRI). Prepolar- 
ized MRI requires two resistive magnets. First, a strong 
(0.5 -IT) but non-uniform "polarizing" magnet magne- 
tizes the volume. The polarizing magnet is switched off 
quickly, and a second homogeneous but weaker (50 - 100 
mT) "readout" magnet remains on during the excitation 

This work is supported by research grants from the Whitaker Foun- 
dation (176W156), the California Tobacco-Related Disease Research 
Program (6RT-0384), the ARMY BCRP program (DAMD17-98-1- 
8157), and the NIH R21 program(R21 HL60328-01). 

The authors are with the Dept. of Electrical Engineering, Stanford 
University, Stanford, CA 
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Fig. 1. The magnet design problem. The feasible coil space is densely 
sampled by an array of candidate coils. The coils are assumed to 
be ideal current loops located at the center of the squares. The 
goal is to pick the right coils and currents to create a homogeneous 
field at the target points while minimizing the magnet power. 
The shape of homogeneous volume and the feasible set of coils 
are entirely arbitrary. 

and imaging phase. Hence it governs a much lower center 
frequency (about 2 to 6 MHz) for signal readout. Provided 
tissue noise dominates coil noise for the low frequency read- 
out, the SNR and contrast should be identical to a conven- 
tional MRI scanner with field equal to the polarizing field. 
However, the cost is greatly reduced with a PMRI approach 
since both magnets can be resistive. PMRI systems require 
integration of two magnets into a single, low-cost system, 
while maximizing patient access and comfort. Hence, read- 
out magnet design for PMRI must maximize flexibility of 
the coil layout while minimizing power consumption. 

To address the need for magnet design with arbitrary 
coil positions and arbitrarily shaped homogeneous volumes, 
many new magnet design approaches have been proposed. 
Unlike classic techniques, more recent techniques have re- 
lied on numerical optimization to generate magnets with 
far greater geometrical flexibility [21]. These techniques 
enumerate all feasible coil location and radii to search for 
the optimal coil and current combination. 

Fig. 1 illustrates the homogeneous magnet design prob- 
lem. We must find a small number of coils that can gen- 
erate a magnetic field with specified homogeneity over the 
imaging region. Each coil is defined by its current, in, its 
radii, an, and its z location, zn. Note the coil z location 
and radii are nonlinearly related to the B field while the 
coil currents are linearly related to B. We insist on a prac- 
tical magnet design that uses fewer than, say, a dozen of 
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the feasible coils. 
Many approaches treat this as a general nonlinear opti- 

mization problem, especially when magnetic materials are 
present. Powerful but relatively slow numerical methods 
such as simulated annealing are applied to iteratively op- 
timize the magnet design and these algorithms typically 
minimize the field error and/or conductor cost [22], [23], 
[24], [25]. In 1986, Lugansky used nonlinear optimization 
to find a set of N coils that minimized the mean-squared 
field error [26], [27]. 

In 1992, Pissanetzky introduced a.method that mini- 
mized the mean-squared field error subject to hard con- 
straints on the magnitude of the currents [28]. His opti- 
mal currents gravitated towards the peak magnitude. He 
called the magnets "structured," since clusters of adjacent 
currents all have the same current direction. He believes 
structured magnets could be built with a modified series 
winding by simply changing the winding direction for each 
new current direction. This method is powerful and flex- 
ible, but reduces the magnet length by increasing magnet 
power or cost. Hence, we were motivated to find a method 
that directly minimizes cost or power rather than field er- 
ror. 

There are also several methods using linear matrix ap- 
proaches to solve the magnet design problem. These algo- 
rithms can be very efficient, and in theory should always 
reach a globally optimal solution. However, it has been 
quite difficult for researchers to find practical "buildable" 
magnets. Linear methods attempt to invert the matrix re- 
lationship relating the field b at the M target points to the 
currents i in the N feasible coils. 

b = Ai (1) 

where Amn is the field at the mth target point due to a 
unit current in the nth feasible coil. Direct matrix inversion 
is difficult since the matrix A is very poorly conditioned. 
Turner in 1986 and Thompson in 1994 performed an anal- 
ogous inversion using Fourier domain approaches [29], [30]. 
Engelsberg pointed out that these methods can sometimes 
yield "very complex and strongly peaked current distribu- 
tions" [31]. Hoult and Deslauriers used a pseudo-inverse 
to solve this problem [32]. Schweikert et al., inverted the 
matrix analytically [33]. But the magnets generated by 
these method typically require non-zero currents in nearly 
all of the feasible coils, which makes magnet construction 
difficult. 

In 1996, Morgan et al., described a magnet design algo- 
rithm called "subset selection." Here, a small, predeter- 
mined number (Nss) of coils were preselected by picking 
the Nss most linearly independent columns of the A ma- 
trix [34], [35]. He collected the Nss columns into a reduced 
dimension matrix, which is much better conditioned, so 
that the pseudo-inversion technique can then be used to 
find minimum-power currents. This technique is relatively 
fast and completely flexible for the coil layout and homo- 
geneous volume geometry, but the level of inhomogeneity 
cannot be effectively controlled and the number of coils 
is not automatically chosen. Furthermore, because of the 

two-step optimization, very little can be said about the 
global optimality of this algorithm. 

Ideally, we would like a fast algorithm for designing ho- 
mogeneous magnets that allows for arbitrary constraints on 
both coil placement and on the shape of the homogeneous 
volume. The algorithm should also automatically choose 
the minimum number of coils necessary for the constraints. 

Below we introduce a method that minimizes magnet 
power subject to maximum field error constraints [36], [37]. 
We believe the new approach offers significant advantages 
over existing magnet design algorithms for designing resis- 
tive and superconducting homogeneous magnets. We first 
show that the magnet design problem can be solved very ef- 
ficiently using Linear Programming. Then we illustrate the 
flexibility of the method with three resistive magnet design 
examples and one minimum-cost shielded superconducting 
magnet example. 

II. PROBLEM FORMULATION AND IMPLEMENTATION 

We begin with the magnet design problem illustrated in 
Fig. 1. A dense array of candidate coils are shown covering 
the feasible coil space. We typically use 50 to 100 coils to 
ensure adequate spatial resolution. For initial calculations, 
the field generated by each coil is approximated by the 
field from an ideal current loop (with zero cross sectional 
area) located at the center of the of the grid cell. It is 
important to note that the grid size shown in the figure 
only defines the separation between neighboring candidate 
coils; it does not define the coils' cross section, which could 
actually be larger than the grid cell size. An arbitrarily 
shaped homogeneous volume is specified by a set of target 
points on the surface of the volume. We constrain the 
magnetic field to be uniform at these target points. The 
most common shape is spherical (as shown in the figure), 
which is typically defined by its diameter, DSV, meaning 
"Diameter Spherical Volume." 

In MRI, the field magnitude governs both magnetization 
intensity and reception frequency. Fortunately, we need to 
constrain only the homogeneity of the Bz component to 
ensure homogeneity of the field magnitude within a homo- 
geneous volume. For a system of coaxial circular coils, only 
the Bz and Br fields need to be considered. Here we show 
that to force the field magnitude to be homogeneous, one 
only needs to constrain Bz. 

Let us break the two field components into their desired 
field plus residual terms with relative errors er and ez, 

Bz = BQ + ezB0 

BT = erBo 
(2) 

Then the magnitude of the field is 

\B\ = y/B*TB$   =B0^(l + ez)*+e2
r (3) 

Because er is much smaller than 1, it will have negligible 
contribution to the |2?|. This effect is often called quadra- 
ture suppression. Garrett showed that ez and er are within 
an order of magnitude in a homogeneous magnet [4]. Hence 
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we can always neglect the radial component of the field 
when the Bz field is homogeneous. 

Each coil generates a magnetic field contribution at each 
target point. If the nth coil has radii rn, and z location zn, 
and current in, then the Bz field per unit current generated 
at the mth target point (pm,Cm) is [38] 

V 
Amn     27r[(rn + pm)2 + «m-2„)2]i/2 

[Kilt« + \S>m      Zn) 

(r„ - Pm)2 + {Cm ~ Zn)' 
;E(Kmn)\ , 

(4) 

where the functions E() and K() are complete elhptic in- 
tegrals of the first and second kind, and the Kmn is defined 
as 

u» 4rn/9n 

+ Pm)2 + (Cm ~ ZnY 

1/2 

(5) 

The field Bz at the mth target point is simply the sum 
of the magnetic field generated by all the coils. In matrix 
form, the field at the target points is 

b = ,4i 

The homogeneity constraints are: 

\bm-B0\<eB0,  m = l---M, 

(6) 

(7) 

where e is typically between 1 and 10 ppm. We feel that 
this constraint is the most prudent for MRI since it does 
not overspecify the magnet design. Other methods typi- 
cally enforce homogeneity equality constraints at the target 
points. We believe these other methods overconstrain the 
design since they implicitly specify the exact locations of 
the zeros of the inhomogeneity profile. In our experience, 
this method makes the magnet design independent of the 
precise target point locations on the target surface. 

The M x N matrix A is in general very poorly condi- 
tioned since the field contribution due to adjacent coils are 
quite similar. The vector i defines the current in each coil. 
Our goal is to find a (sparse) current vector that generates 
the desired field with minimum power. 

The power dissipated by the magnet is simply the sum 
of power in each of the coils: 

N 

El»» 
n=l 

,2 (2nrn 

\<7cSn 
(8) 

where Sn and r„ are the cross sectional area and radii of the 
nth coil, respectively. Note that the ratio |in|/5„ is simply 
the current density jn of the nth coil. We can rewrite the 
power equation as 

JV 

(9) 

We now make an important assumption that the magnet 
will be implemented with uniform current density. This is 
always true for series connected magnets with uniform wire 
size, where the number of turns is proportional to the total 
current in each coil. With jn — J the power is 

2*J  " 
■ 2J ll"lrn (10) 
n=l 

We conclude that magnet power is the radii-weighted t\- 
norm of current vector i. The ^i-norm of a vector is defined 
as the sum of the absolute value of its components. The 
^2-norm is the familiar square root of the sum of squares. 

Hence, minimum-power magnet design with field homo- 
geneity inequality constraints is the following optimization 
problem: 

Tl'l r   i Minimize 

Subject to : B0 (1 - e) < A i < B0(l + e) (11) 

This belongs in the general category of convex optimiza- 
tion problems, for which extremely efficient programming 
methods have been developed. In particular, there is a 
well-known trick for recasting ^i-norm minimization prob- 
lems into canonical linear programming form. To do this, 
we introduce the auxiliary variables <i through tjv [39]. 

Minimize : 

Subject to : 

rTt 

4i < B0(l + e), 

-A i < -Bo(l - e), 

\in\     <    tn,  n- 1---N. 

(12) 

n-l 

The two optimization problems are equivalent since the 
tn are constrained to be no smaller than |in|. This is the 
only constraint on the t„, so when minimizing the sum of 
tn it is guaranteed that the tn will be identical to \in\. 

Note that the new formulation is a canonical Linear 
Programming problem, which is considerably easier to 
solve than nonlinear programming problems. Current con- 
straints can also be easily incorporated into this formula- 
tion. The LP problem can be solved very efficiently with 
standard software packages. For example, MATLAB has 
an lp() function that we found can handle 50 candidate 
coils with over 100 target points and compute the min- 
imum power magnet in less than 12 seconds on a SUN 
Ultra 2. The time increases to 85 seconds for 100 can- 
didate coils. For larger arrays of feasible coils, more so- 
phisticated LP algorithms offer greater speed. We have 
successfully optimized magnets from 1000 candidate coils 
using an interior-point predictor-corrector linear program- 
ming software package called PCx [40]. We typically use 
MATLAB's lpO for convenience and numerical issues. Be- 
low we discuss how 50 to 100 candidate coils gives adequate 
resolution if iteration is employed judiciously. 

As shown in Fig. 1, the candidate coils' radii are con- 
strained between the bounds rmin, rmax (which can vary 



IEEE TRANSACTIONS ON MAGNETICS, VOL. XX, NO. Y, MONTH 1999 

1 

r 
/ 

Iteration 1 
Coil grid 

X ' 

i i ii mm 

Iteration 2 
( X x                  Coil subgrids 

X^-^     Target 
x     y locations 

1 X  
z 
 >■ 

Fig. 2. Iterative magnet design using LP. For this symmetric design, 
we show only the right half of the magnet. The sparseness of l\- 
norm minimization solution allows one to search on successively 
finer grids for the precise location of coils. Each iteration sets 
most candidate coils to have zero current. This allows one to 
specify a finer grid to cover the few non-zero current coils. This 
process is typically repeated three to four times. 
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Fig. 3. Iterative improvement of thick coil field modeling. For the 
first iteration, the coils are assumed to be ideal current loops. 
For later iterations, the full cross-section of the coils is used to 
calculate the B field. 

with z), and their length is constrained by 2min and zmax. 
All of these constraints are preset by the user. Indeed, it- 
erative adjustment of these constraints quickly becomes a 
habit. The inner radial bound is typically defined by pa- 
tient access. The outer radial bounds depend on the appli- 
cation: unshielded magnets typically only use coils at rmm 
unless the length is severely constrained. Shielded magnets 
require larger radius feasible coils to generate shielding cur- 
rents. We typically pick zmax just large enough so that no 
coils are selected at the bound. 

A critical advantage of ^i-norm problems is the sparse- 
ness of the solution. The solution tends to have the min- 
imum number of non-zero currents required to satisfy the 
constraints, as shown in Fig. 2. So unlike the matrix inver- 
sion methods, this algorithm automatically generates the 
minimum number of coils necessary to meet the desired ho- 
mogeneity requirement. This key characteristic makes this 
method practical. 

Of course, with greater coil density one can be more 
confident that the solution is truly optimal. However, in 
practice it is best to iterate a few times with a focused ar- 
ray of smaller matrices. On each iteration only 50 to 100 
candidate coils are used. Typically, if 6 coils are ultimately 
required for the magnet design, only 12 candidate coils will 
have non-zero currents on the first iteration and they come 
in adjacent pairs, as shown in Fig. 2. We then iteratively fo- 
cus a finer-resolution grid of coil locations over the previous 
selected coils. This iteration obtains the precise location of 
the coils to satisfy the homogeneity requirement. This pro- 
cess is also illustrated in Fig. 2. For a DSV of 20-50 cm, we 
start with a grid resolution of about 2 cm (about 100 coils). 
Three to four iterations obtains 0.1 mm precision, which is 
adequate for most MRI homogeneity requirements. 

For the first iteration, we assume the field is the same as 
that from an ideal current filament located at the center 
of the coil.  The first iteration isolates nonzero coils at a 

minimum number of locations. Starting with the second 
iteration, we use the previous iteration's current value to 
calculate the cross sectional area of each coil. Here, we 
must assume a current density and a length-tc-width ratio 
for the coils. For the next iteration, we recalculate a more 
accurate field matrix A incorporating the actual cross sec- 
tion of the coil. To do this we calculate the field from each 
thick coil by summing the field from a two dimensional 
sampling array of ideal current loops. This process is il- 
lustrated in Fig. 3. The number of elements of the array 
determines the precision of the calculation. We typically 
use between 100 and 400 filamentary loops to model a thick 
coil. If necessary, one can even use the exact wire gauge 
and number of turns. The accuracy of this procedure was 
verified along the z-axis using an analytic thick-coil axial 
field formula [26], [27]. 

In summary, we have found that minimum-power magnet 
design can be formulated as a Linear Programming prob- 
lem. The new magnet design approach offers complete flex- 
ibility for handling arbitrary geometric constraints. The 
algorithm is guaranteed to find the global optimal solu- 
tion, and it automatically selects the minimum number of 
coils necessary to satisfy the given constraints. The un- 
precedented speed of the LP algorithm makes real-time in- 
teractive constrained magnet design a reality. In the next 
section, we illustrate the flexibility of the method with four 
magnet design examples. 

III. RESULTS AND EXAMPLES 

Our new magnet design algorithm is very flexible for han- 
dling various arbitrarily shaped homogeneous volumes and 
coil locations. Here we present several designs that demon- 
strate its power and flexibility. 
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Fig. 4.     A comparison of the field inhomogeneity plotted at 6 cm 
radius for two 30 cm bore magnets: a 6-coil equi-radius Garrett 
magnet and a minimum-power magnet using identical constraints 

• on length, homogeneity and DSV. The minimum-power designs 
typically show an equiripple inhomogeneity variation. 

A. Garrett Solenoid 

As a validity check of our algorithm, we first constructed 
a magnet using a feasible coil array with radius, homogene- 
ity and DSV designed to match a 6-coil equi-radius magnet 
with "near maximal power efficiency" from Garrett's clas- 
sic paper [4]. Our minimum-power algorithm calculated 
the zn and in. Table I compares the specifications of the 
minimum-power magnet and the Garrett magnet for BQ = 
23 mT and coil radii, a = 15 cm. The homogeneity pro- 
files for both magnets are plotted in Fig. 4 over a 12-cm 
DSV. The inhomogeneity is smaller at 6 — 90 for the Gar- 
rett magnet but grows worse at 6 = 0 and 6 = 180. Note 
that the minimum-power magnet has an equiripple inho- 
mogeneity variation. This has always been a characteristic 
of our technique. We were reassured to find that the Gar- 
rett magnet is comparable to our minimum-power magnet 
in length and power. 

TABLE I 

SPECIFICATIONS FOR A 6-COIL GARRETT MAGNET AND A 

COMPARABLE MINIMUM-POWER DESIGN. 

Min. Power Garrett 

power 761.8 W 763.8 W 

mass 23.75 kg 23.80 kg 

zi/a 0.159866 0.162553 

z2/a 0.531467 0.537007 

zzja 1.188600 1.193934 

H 1.0 1.0 

ii 1.36469 1.34774 

k 3.50733 3.45517 

■   Candidate Coil Locations 

Fig. 5. Candidate coils for biplanar mammography magnet. The 
candidate coils are allowed 30 cm space below the DSV and just 
15 cm above the DSV to conserve power. The coil radii are 
allowed to vary from 0 to 60 cm. 

cess and could dissipate less power than a solenoid magnet 
with "equivalent" access, especially given that in a bipla- 
nar geometry, one can take advantage of the asymmetry 
of the imaging anatomy. We set B0 = 40 mT and e = 10 
ppm over a 20 cm DSV. We placed the candidate coils in 
the regions shown in Fig. 5. The coils were located at z 
= 15 cm and z — -30 cm with varying radius. We placed 
the two planes asymmetrically to reduce power dissipation, 
since the minimum gap between planes would need to be 
larger for a symmetric design. Here, we cut almost 15 cm 
in the gap. This illustrates the flexibility of our algorithm 
for asymmetric magnet design. 

The minimum-power biplanar design is shown in Fig. 6, 
and the coil coordinates are presented in Table II. The 
simulated 10 ppm homogeneous region is calculated from 
the field magnitude. The coil size is calculated with a 408 
A/cm current density. The magnet consists of 6 coils, with 
two below and four above. It weighs 306 kg and it consumes 
a power of 9.8 kW at 40 mT. One alternative to this design 
is a symmetric biplanar magnet with a gap of 60 cm. We 
designed such a magnet with the LP algorithm and found 
the power consumption increased 50% to 15 kW. Hence we 
see the advantage of allowing for completely flexibile coil 
placement. 

TABLE II 

SPECIFICATIONS FOR THE MINIMUM-POWER BIPLANAR MAMMOGRAPHY 

MAGNET SHOWN ABOVE. 

r (cm) z (cm) I (A) 

Coil 1 51.70 -30.00 20788.4 

Coil 2 11.68 -30.00 504.6 

Coil 3 4.33 15.00 44.1 

Coil 4 9.12 15.00 132.2 

Coil 5 17.17 15.00 496.3 

Coil 6 52.56 15.00 20915.1 

B. Biplanar Magnet for Mammography 

Breast imaging is a possible future application of Prepo- 
larized MRI. A biplanar magnet offers excellent lateral ac- 

C. Head and Neck Magnet 

Another future application of Prepolarized MRI could 
be head and neck imaging for diagnosing tobacco-related 
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45 cm 

■ Coil Location 

Fig. 6. A biplanar mammography concept magnet designed using the 
asymmetric geometrical constraints shown in the figure above. 
The final design had 6 coils, 4 above the homogeneous volume 
and 2 below. The maximum radius of the coils is 53 cm. We 
also designed a symmetric magnet with 60-cm gap (not shown) 
and found that the power increased from 9.8 kW to 15 kW. The 
simulated field magnitude contour shows the field uniformity con- 
straint was achieved. 

46cm 

16cm 

28ciri 

FOV 

64cm 

42 cm 

Coil Location 

Fig. 8. Head and neck magnet. This is the minimum-power mag- 
net designed with the constraints shown in Fig. 7. This design 
dissipates 7 kW at 70 mT. An equi-radius magnet with all coils 
having 56-cm inner diameter would dissipate 10 kW. By using a 
cylindrically shaped homogeneous volume we can image as close 
as possible to the shoulders. This design also integrates well with 
a polarizing coil. 

■I   Candidate Coil Locations 

Fig. 7. Candidate coils tailored for a head and neck magnet. The 
narrower coils with 46 cm diameter are just large enough for the 
head. The wider coils with 64 cm diameter to allow shoulder 
access. The homogeneous volume is cylinder shaped to best fit 
the imaging part. 

cancer. Here the challenge is to provide a useful imaging 
volume in the neck and head while minimizing the magnet 
size to reduce the power. A Garrett-style head-sized mag- 
net is too long for a typical human neck — the homoge- 
neous volume is about 25 cm from the edge of the magnet. 
An obvious alternative is to make the entire magnet bore 
large enough (about 60 cm) to admit the shoulders, but 
this increases the magnet cost. So we pushed the geometric 
constraints to move the homogeneous homogeneous volume 
as close as possible to the edge of the magnet. We shaped 
the feasible coils to just fit the head and shoulders. Instead 
of a homogeneous sphere, we specified a cylindrical shaped 
homogeneous volume to just fit the imaging volume. It is 
16 cm in thickness, 28 cm in diameter and homogeneous to 
10 ppm. The feasible coils and the homogeneous volume 
are shown in Fig. 7. 

As shown in Fig. 8, the head and neck magnet has one 
coil with a 56 cm inner bore and the remaining coils have 
42 cm inner bore, just large enough to fit the head. The 10 
ppm fines shown in the figure is the simulated field mag- 
nitude. The magnet's specifications are presented in Table 
III. We calculated the coil size assuming a 408A/cm  cur- 

rent density. This magnet consumes 7 kW at 70 mT and 
it weighs 221 kg. The homogeneous volume is only 5 cm 
from the right edge of the narrow bore coils, which pro- 
vides comfortable access to the neck area. A 56-cm-bore 
equi-radius design would dissipate 10 kW at the same field 
strength, and would greatly complicate integration with 
the polarizing magnet. 

TABLE III 

70 MT HEAD AND NECK MAGNET SPECIFICATIONS. 

r (cm) z (cm) I (A) 

Coil 1 23.00 -28.26 14984.7 
Coil 2 23.00 -14.48 4759.2 
Coil 3 23.00 -8.00 2952.9 
Coil 4 23.00 -3.00 2584.3 
Coil 5 23.00 1.84 2497.7 
Coil 6 23.00 6.90 2520.7 
Coil 7 23.00 13.00 2799.3 
Coil 8 32.00 30.00 26439.1 

D. Superconducting Magnet with Active Shielding 

We have also found that superconducting magnets can 
be designed using the ^i-norm minimization method. For 
superconductors, we would like to minimize the cost of the 
magnet, which we assume to be proportional to conductor 
mass. This cost model assumes that the cost of the me- 
chanical reinforcing structure and of the cryostat will not 



IEEE TRANSACTIONS ON MAGNETICS, VOL. XX, NO. Y, MONTH 1999 

vaxy a great deal with the precise coil layout. There may 
be situations where this is not valid. 

The conductor mass is proportional to: 

JV 

Conductor Mass oc Yj 2nrnSn , (13) 

where rn and 5„ are the radius and cross section respec- 
tively for each of the coils. Now Sn = \in\/J, and we once 
again assume that the current density, J, is constant. Then 
the conductor mass is proportional to: 

2TT 
JV 

Conductor Mass oc — >J rn|in| , (14) 
n=l 

which is again a radius-weighted ^i-norm of the currents, 
just like the minimum-power design. This means that re- 
sistive and superconducting magnet design problems are 
equivalent. 

In related prior work, Kitamura et al. [13] proposed 
a minimum-conductor-volume magnet design approach in 
1994. Specifically, they minimized the quantity 

JV 

E 
n=l 

&njn (15) 

where jn and Sn are the current density and cross-sectional 
area of the nth coil. To guarantee field homogeneity, they 
constrained the magnitude of the lower spherical harmon- 
ics of the field. They also used linear programming to solve 
this initial magnet design problem. The results of the linear 
programming search were then used to initiate a nonlinear 
optimization algorithm that incorporated the magnetic ma- 
terials outside the magnet [13]. Their conductor volume 
expression is similar to ours, but it assumes equi-radius 
magnets and unidirectional current flow. Our algorithm is 
appropriate for designing actively shielded MBJ magnets, 
which use bidirectional currents at two or more radii. 

Safety considerations in a clinical environment prompt 
magnet designers to limit the spatial extent of the magnetic 
field. Magnetic materials are often used to passively shield, 
i.e., to reduce the field outside of the shield. Superconduct- 
ing magnets are now often designed with so called active 
shielding constraints. Here we design the magnet to satisfy 
both the homogeneity constraints and the field shielding 
constraint. The first step in incorporating active shielding 
is to define the shielding condition — typically this is the 
desired perimeter for a 5 Gauss line. We then incorpo- 
rate the shielding constraints into the algorithm by adding 
distant target field inequality constraints. We also must 
add extra shield coils to the feasible coil locations; these 
require a larger diameter than the primary coils. The new 
shielding constraints at the 5 Gauss fine add new inequal- 
ity constraints to the optimization problem. Specifically, 
we define two matrices, Cr and Cz, to be the Bz and Br 

fields at the shielding locations due to a unit current in the 
candidate coils. Here we avoid constraining the field mag- 
nitude since this represents a nonlinear constraint, which 

z(cm) 

Candidate Coil Locations 

Fig. 9. Active shielding of a superconducting magnet. To design an 
actively shielded magnet, extra field constraints at the 5 Gauss 
shielding cylinder are added to the LP problem. Also extra can- 
didate coils at a larger radius are added for the shield. 

cannot be handled with Linear Programming. Instead we 
constrain the magnitude of the two field components. Some 
experimentation was required, and we found that 4.5 Gauss 
and 3 Gauss were adequate constraints on Bz and Br at 
the shielding locations to ensure that the field magnitude 
was less than 5 Gauss. 

Hence, the shielding constraints are 

|Cz l|      <     Bz,shield 

\Cr i|      <     Br,shield 

(16) 

(17) 

For superconducting magnet design with active shield- 
ing, we arrive at the following optimization problem. 

Minimize : rTt 

Subject to : A\ <    Bo(l + e), 

-Ai < -Bo(l - e), (18) 

\Czi\ < -Bz,shield 

\Cri\ < -Br.shield (19) 

l*n| <  tn,   n = 1 • • ■N. 

Fig. 9 shows the feasible coil locations for a symmetric 
whole body magnet. Here we specified a ID array of can- 
didate coils at 50 cm radius for the main field and a 2D 
array of coils extending from 70 cm to 90 cm radius for the 
shield coils. The maximum z extent of the shield coils was 
constrained to be slightly smaller than the main field coils 
to avoid lengthening the design. The specifications were 1 
Tesla main field with a 40-cm-DSV and 1 ppm homogene- 
ity. The 5 Gauss fine was enforced on a cylinder with 2.5 
m radius and 4 m half-length. 

Given the feasible coil locations shown above we designed 
the shielded superconducting magnet shown in Fig. 10. 
The simulated field magnitude shows that the 5 Gauss fine 
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Fig. 10. Shielded magnet design. This actively shielded magnet has 
7 primary coils and 2 shielding coils. The current direction is 
opposite in the two shielding coils. The simulated field magni- 
tude shows the 1 ppm homogeneity contour at the desired 40 cm 
DSV. 

Fig. 11. Simulation of the field magnitude far from the center of the 
bore. As expected, the 5 gauss line constraint was achieved on 
the surface of a cylinder with radius 2.5 m and length 4 m. 

constraint was achieved, as shown in Fig. 11. The magnet 
specifications are listed in Table IV. There are seven pri- 
mary coils and two shielding coils. We assumed that the 
superconducting current density was J = 4000 A/cm . 

IV. SUMMARY AND CONCLUSION 

We have introduced an algorithm for designing homo- 
geneous resistive and superconducting air-core electromag- 
nets. This new algorithm is fast and flexible enough to 
handle arbitrarily shaped homogeneous volumes as well as 
arbitrarily shaped coil formers. Our method assumes a 
linear relation between the magnetic field and the magnet 

TABLE W 

MAGNET SPECIFICATIONS FOR A SUPERCONDUCTING 1.0 T SHIELDED 

MAGNET. 

r (cm) z (cm) I (A) 
Coil 1 50.00 0 130974 
Coil 2 50.00 ± 13.21 154391 
Coil 3 50.00 ± 30.60 241225 
Coil 4 50.00 ± 62.08 624542 
Coil 5 90.00 ± 55.00 -322056 

current. Hence, any magnet that employs high-mu mag- 
netic materials cannot be designed currently using this al- 
gorithm. The algorithm is based on the realization that 
magnet design (either minimum-power or minimum-mass) 
is equivalent to minimizing the radius-weighted ^i-norm 
of current. It is fortuitous that ^i-norm problems can be 
solved very efficiently using standard linear programming 
modules. Because of the sparseness of the ^i-norm mini- 
mization solution, the algorithm automatically chooses the 
fewest number of coils necessary to meet the design con- 
straints. This key characteristic makes the algorithm prac- 
tical. Although the algorithm requires no iteration, we 
prefer to iterate to improve both the coil location precision 
and also to more accurately model the field due to coils 
of finite thickness. We demonstrated the flexibility of our 
new algorithm on three resistive magnet designs and one 
shielded superconducting magnet design for MRI. Because 
the algorithm can design a magnet in just a few seconds, it 
becomes feasible to iteratively design magnets by adjusting 
the geometric constraints in real-time. 
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